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Topic: Ensemble methods 

 

 

Figure 1: pseudo-code to create an ensemble of trees with Random Forest 

 

Figure 2: pseudo-code to create an ensemble of classifiers with AdaBoost 

 

 

 

 

 



1. What is called a “weak learner” or a “weak classifier”? Give an example based on a  

decision tree. 

Response: A weal learner is a classifier with a very simple structure that is expected to perform 

better than random. For trees, and example of a weak learner is a tree stomp, that defines a 

single split. 

2. Consider the  AdaBoost pseudo-code where each iteration creates a weak classifier at 

step 1 and distribution Dt indicates the weight given to each example. 

a. Are the sequence of classifiers dependent or independent, i.e. does classifier 

Ti+1 depend on classifier Ti ? Justify your answer. 

 

Response: The sequence of classifiers is dependent. Classifier Ti+1 depends on classifier Ti since 

the distribution Dt is updated as result of the errors of classifier Ti. Then Ti+1 uses the updated 

distribution, so it depends on Ti. 

 

b. The AdaBoost algorithm is based on the assumption that each (weak) classifier 

is better than random, which implies that αt > 0. What is the rationale for 

weight update in AdaBoost? Refer to the pseudo-code for your response. 

Response: If the example is correctly classified its weight (before normalization) is exp(-αt) and 

therefore it is less than 1. If it is not correctly classified, the weight is exp(αt), which is larger 

than 1. Therefore, the misclassified examples will end up having a larger weight than the 

correctly classified examples in the following iteration. 

 

3. AdaBoost computes a “weighted loss”. Indicate what is the expression of the weighted 

loss in the pseudo-code.  

Response:  is a loss function since it compares true labels with predicted 

labels. It is weighted by the distribution of weights given to examples on the t-th iteration. 

 

 

4. Both Random Forest and AdaBoost are considered to iterate over different datasets. 

Explain how those different datasets are formed: 

 

a. For Random Forest 

Response: Random Forest creates different data sets by resampling the set of examples with 

replacement (bootstrap)  

 

b. For AdaBoost 

Response: For AdaBoost, the new datasets are created by changing the weights given to each 

example in each iteration 


